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Abstract

A large number of sensors are being installed on machines to capture the operational behavior of machines. The time series data collected from these sensors is then used to monitor the health of machines. We consider the situation where health monitoring of machines by engineers using raw time series visualizations is augmented by a machine learning and visual analytics based system. Machine learning models such as deep recurrent neural networks (RNNs) have been utilized to provide health index (HI) based on sensor data, which is a measure of the degree of degradation of the health of a machine. Such an HI is often opaque and does not explain the intrinsic patterns in the multi-variate time series which form the basis of the model used to detect health degradation. In practice, such an explanation is of great importance to the machine health monitoring engineers. For example, it can provide further insights into the operational behavior of complex machines, and in turn, help the engineers diagnose the root cause of the approaching failure. In this paper, we make an attempt to mitigate this problem, and propose an approach where-in an HI Estimator module is followed by an HI Descriptor module. The HI Descriptor module is based on Bayesian Networks and visual analytics, and uses the sensor readings and the HI given by HI Estimator to provide an explanation for the cause of poor health. We evaluate our approach on two real-world use cases: the insights provided by HI Descriptor are found to be useful by domain experts.

1 Introduction and Motivation

Deep learning models are able to compute complex and hierarchical representations of data [LeCun et al., 2015]. While this leads to powerful models, the explainability of the output of such models is restricted. On the other hand, models such as Bayesian Networks and Decision Trees are human-interpretable but may not be as powerful as the deep learning models. Recently, LIME [Ribeiro et al., 2016] has been used to obtain local interpretable classifier models to explain the results of more complex models. In this paper, we show how Bayesian Networks can help humans interpret the results of complex deep learning models with applications to health monitoring of complex systems.

Industrial Internet of Things technology is being increasingly adapted by machine manufacturing industry. A large number of sensors are installed on machines to capture their key operational parameters. The data captured is then used to make better informed decisions. For instance, the readings from these sensors are used by engineers in (remote) monitoring centers to monitor the health of machines and detect anomalous readings indicating faulty behavior. This requires monitoring of multiple sensors continuously over a period of time, or less frequent monitoring of aggregate level statistics from sensor data to get actionable insights. An automated system that can aid or augment the manual monitoring process is often desirable, for example, when the number of sensors to be analyzed is large or when the frequency at which data is captured is high.

Recently it has been shown that deep recurrent neural networks (RNNs), Long Short Term Memory (LSTM) Networks [Hochreiter and Schmidhuber, 1997] in particular, are capable of modeling the complex normal behavior of machines based on multi-sensor time series for detecting anomalies and faults [Malhotra et al., 2015; 2016a; Yadav et al., 2015a; Filonov et al., 2016], and prognostics [Malhotra et al., 2016b]. These models yield a score indicating likelihood of normal behavior at each time instance. Such a likelihood score can be used to obtain a health index (HI). These models are successful for anomaly/fault detection and health monitoring, they lack the capability to provide explanations for the poor health or detected faults. In real-world scenarios where large number of sensors are involved, finding the cause for poor health and relating it to a particular sensor or a subsystem in a complex system is desirable to get actionable insights. For instance, if a machine’s health is estimated to be bad, a set of sensors that help to explain the estimated low health can guide engineers to look at the subsystems related to these sensors more closely.

We propose a data-driven health monitoring system with following capabilities: i) estimate health by analyzing large number of sensors while taking into account the possible complex operational dependencies between various modules or sub-systems in a machine, ii) describe the potential causes
of poor health or faulty operations of the system.

We consider an unsupervised approach\textsuperscript{1} to the problem of health estimation where lower values of HI indicate poor health while higher values indicate good health, s.t. HI Estimator requires time series data corresponding to normal behavior of machines only for training. (In this work, we consider the HI Estimator based on deep RNNs.) Further, HI Descriptor helps to explain the HI given by the estimator by modeling the dependency between HI and sensor readings via a Bayesian Network (BN).

We introduce an *explainability index* (EI) that quantifies the effect of each sensor on the HI through the change in distribution of the readings a sensor takes over time between predicted high HI and low HI ranges. Similar to learning local in-distribution of the readings a sensor takes over time between predicted high HI and low HI ranges. Through experiments on real-world datasets, we show that once a complex temporal model is able to detect faults, it suffices to build a simpler explainable BN model to find the sensors that help to detect the fault.

The rest of the paper is organized as follows: In Section 2, we describe the proposed health monitoring system. In Section 3, we provide implementation details of the health monitoring system on two real-world use cases. We provide a review of related research in Section 4, and conclude in Section 5.

2 Interpretable Health Monitoring System

We propose a health monitoring system with following modules:

1. **HI Estimator**: This module ingests multi-sensor time series data from a machine and returns a HI for the machine at each time instance. A high HI indicates good health while a low HI indicates poor health or faulty behavior. This module is designed to capture the possibly complex temporal and pointwise correlations across sensors. We describe this in detail in Section 2.1 by using RNN based models as an example of HI Estimation.

2. **HI Descriptor**: This module ingests the HI obtained from HI Estimator and the multi-sensor input, and provides possible explanations for the low HI values in terms of the set of sensors that contribute the most to low HI. This module captures the dependencies between HI and sensor readings via a BN. Further, these dependencies and the amount of change in each sensor with respect to HI can be interactively studied via a visual analytics based user interface. We describe this module in detail in Section 2.2.

The process depicting the proposed health monitoring system with HI Estimator and HI Descriptor modules is shown in Figure 1.

---

\textsuperscript{1}It is important to consider that the number of failure instances is often small to learn a supervised model that can differentiate normal and faulty/anomalous behavior.

---

2.1 HI Estimation using RNNs

An LSTM network is trained on the task of prediction or reconstruction of the time series corresponding to normal/healthy machine behavior. This ensures that once trained, the network is expected to predict/reconstruct the time series corresponding to normal behavior well but expected to perform badly on the prediction or reconstruction task on time series corresponding to abnormal behavior. We leverage the prediction or reconstruction error to estimate the health of the machine. We consider two variants of deep RNN based on LSTM to model the normal behavior: i) LSTM-AD with an LSTM network as a time series prediction model [Malhotra et al., 2015], ii) LSTM-ED with an encoder-decoder pair as a time series reconstruction model [Malhotra et al., 2016a]\textsuperscript{2}. Refer Appendix A for further details.

Consider the multi-sensor data to be a multivariate time series \( x_i = \{x_{i}^{(1)}, x_{i}^{(2)}, ..., x_{i}^{(l)}\} \) corresponding to ith instance of a machine, where \( l \) is the length of the time series, each point \( x_{i}^{(t)} \in \mathbb{R}^m \) in the time series is an \( m \)-dimensional vector with each dimension corresponding to a sensor. We train a model on the multi-sensor time series taken from healthy state of a machine to predict or reconstruct the time series. The LSTM based models are trained to minimize the squared error between the original time series \( x_i \) and the estimated time series \( \hat{x}_i \) given by \( e_i^{(t)} = x_{i}^{(t)} - \hat{x}_{i}^{(t)} \) over all training instances, i.e., minimizing \( \sum_{i=1}^{N} \sum_{t=1}^{l} ||e_i^{(t)}||^2 \), where \( N \) is the total number of time series in training set.

The error vectors corresponding to the healthy behavior are assumed to follow a Normal distribution \( N(\mu, \Sigma) \). The parameters \( \mu \) and \( \Sigma \) can be obtained using Maximum Likelihood Estimation method over time series in the training set. Once \( \mu \) and \( \Sigma \) are learned, the HI is computed as follows:

\[
    h_i^{(t)} = \log \left( c \cdot \exp \left( -\frac{1}{2} (e_i^{(t)} - \mu)^T \Sigma^{-1} (e_i^{(t)} - \mu) \right) \right)
\]

where \( c = \frac{1}{\sqrt{(2\pi)^d|\Sigma|}} \) and \( d \) is the dimension of error vector. If required, machine instance \( i \) can be classified into healthy or unhealthy class at time \( t \) if \( h_i^{(t)} > \tau \), where \( \tau \) is a tunable parameter that can be set by a domain expert (or learned in a supervised manner, refer [Malhotra et al., 2015] for details).

\textsuperscript{2}LSTM-AD can be used when time series are predictable or quasi-predictable. LSTM-ED can be used for unpredictable time series, for example, where lots of manual controls are involved.
2.2 Interactive HI Description

The time series of HI values obtained from the HI Estimator are used to find windows with large number of low HI values. For each such window, a localized BN is used to find the sensors whose behavior changed the most when compared to window(s) from the recent past with large number of high HI values. The sensors exhibiting large change are likely to be cause of drop in HI. More specifically, if a large fraction of points in time window \( w_A \) of length \( w \) are estimated to have low HI s.t. \( h^{(t)}_i \leq \tau \) for \( t \in [t_A - w + 1, t_A] \), we first find the most recent window \( w_N \) of length \( wN \) of normal behavior in the past s.t. \( h^{(t)}_i > \tau \) for \( t \in [t_N - w + 1, t_N] \) with \( t_N \leq t_A - w \). The time series data and the HI values from \( w_A \) and \( w_N \) are then used to learn a localized BN. The learned BN is used to obtain the Explainability Index (EI) for each sensor that quantifies the contribution of each sensor to low HI values in \( w_A \). An interactive visual analytics technique Linked Query View [Yadav et al., 2015b] is used to qualitatively analyze the change in the behavior of each sensor based on the BN.

Bayesian Network based Explainability Index

Consider a discrete random variable \( H \) corresponding to HI, and a set of \( m \) discrete random variables \( \{S_1, S_2, ..., S_m\} \) corresponding to the \( m \) sensors. We model the dependence between the sensors and HI via a Bayesian Network with \( m + 1 \) nodes. The network models the joint distribution \( P(S_1, S_2, ..., S_m, H) \) of the set of random variables \( X = \{S_1, S_2, ..., S_m, H\} \). (In practice, since we are only interested in modeling the dependence between each sensor and the health index HI, a naive Bayes model with \( H \) being the parent node and each \( S_i \) being a child node can be assumed. In other cases, the network structure can be given by domain experts.)

A random variable \( X_i \in X \) is considered to have \( k \) possible outcomes \( \{b_1^i, b_2^i, ..., b_k^i\} \) corresponding to \( k \) discretized bins for the range of values the variable can take. An \( m \)-dimensional vector of sensor readings \( x^{(t)} \) and health index \( h^{(t)} \) for every time instant \( t \) in windows \( w_N \) and \( w_A \) yield one observation for the set of random variables \( X = \{S_1, S_2, ..., S_m, H\} \). The marginal probability distribution for \( S_i \) is given by \( P(S_i) = [p_1^i, p_2^i, ..., p_k^i] \), where \( p_k^i \) is the probability of \( j^{th} \) outcome of \( S_i \). Given a range of values for HI, i.e. certain outcomes for \( H \), the conditional probability distribution for \( S_i \) is given by \( P(S_i | H) = [p_1^i, p_2^i, ..., p_k^i] \).

The change in the distribution of the random variable \( S_i \), conditioned on outcomes of \( H \) corresponding to high HI, i.e. \( P(S_i | H > \tau) \) and low HI, i.e. \( P(S_i | H \leq \tau) \), is used to quantify the effect of the \( i^{th} \) sensor on HI. Considering \( P(S_i | H > \tau) \) and \( P(S_i | H \leq \tau) \) as vectors in \( \mathbb{R}^k \), we quantify the change in terms of an Explainability Index (EI) given by:

\[
e(S_i) = ||P(S_i | H > \tau) - P(S_i | H \leq \tau)||_2
\]

where \( || \cdot ||_2 \) is the \( L_2 \)-norm. Higher the value for \( E(S_i) \), higher is the effect of sensor \( S_i \) on the HI.

Linked Query Views for interactive visual analytics

The health monitoring system further leverages an interactive user interface named Linked Query View (LQV) to analyze the dependencies obtained from BN. For example, queries such as: “what happens to the distribution of variable \( S_i \) when \( H \) is low?” can be executed, and results based on Bayesian inference over the learned BN can be seen in real-time in form of changes in the histogram (e.g., refer Figure 4c). It supports visualizations to analyze and query the probability distributions of variables in \( X \) via 1D and 2D histograms. For example, Figure 6b shows a 1D histogram for the distribution of \( H \), and Figure 6a shows joint distribution of two sensors via a heatmap. A range of bins in the histograms or cells in the heatmaps can be interactively selected to condition the distribution of other variables. The conditional query can be based on single or multiple sensors. LQV primarily contains the following three different views:

1. Original view: This view shows the histograms and heatmaps of sensors, and is used to execute a query on a range of values of one or more selected sensors.

2. Updated view: Once a query is made on selected sensors, conditional probability distributions of other sensors are shown via updated histograms and heatmaps.

3. Compare view: This view shows the difference or change in the histograms/heatmaps of sensors which have been updated after a query.

For a single variable, LQV uses blue bars to represent bins of a histogram in Original and Updated views, while it uses blue bars to show the original histograms and red bars to show the updated histograms in Compare view. For analyzing two variables at once via heatmaps, Compare view is shown as a heatmap of differences (e.g., refer Figure 6d). We use a cold to warm color scale for this. Cells for which the probability increases (differences are negative) are colored in shades of blue, while those for which the probability decreases (differences are positive) are plotted in shades of red. Cells for which the distribution does not change are shown in white and those which are not populated in the Original view are shown in grey.

3 Experimental Results

We evaluate our approach on two real-world datasets, namely, Turbomachinery and Engine datasets. For Turbomachinery dataset, we demonstrate how the Explainability Index (EI) \( E(S_i) \) for a sensor \( S_i \) (refer Equation 2) can be used to arrive at a subset of sensors that explain the faulty operation of the machine. On Engine dataset, we further demonstrate how HI Estimator and LQV can be used to analyze the sensor behavior to get insights about the possible causes for low HI. For learning the BN models, we discretize sensor values to \( k = 10 \) bins. The performance of HI Estimator module is evaluated in terms of Precision, Recall and \( F_\beta \)-score for detecting faulty behavior and differentiating it from normal behavior. We take \( \beta = 0.1 \) to give higher importance to Precision over Recall as all points on a day labeled as “Faulty” may not exhibit faulty behavior.

3.1 Turbomachinery Dataset

This dataset contains readings from 58 sensors such as temperature, pressure, and vibration recorded for 6 months of
operation. These sensors capture behavior of different components such as bearing and coolant of the turbomachinery. The turbomachinery is controlled via an automated control system having multiple controls making the sensor readings change frequently, and hence, unpredictable. We, therefore, use LSTM-ED for HI estimation. We train the LSTM Encoder Decoder to reconstruct all sensors, i.e., $m = 58$. We provide performance details of HI Estimator and HI Descriptor on three types of faults related to: i) abnormal temperature fluctuations in component $C_1$ (Temp-C$_1$), ii) abnormal temperature fluctuations in component $C_2$ (Temp-C$_2$), iii) abnormal vibration readings.

**HI Estimator performance evaluation:** Table 1 shows the performance of HI Estimator for classifying normal and faulty behavior. We denote the most relevant sensor for Temp-C$_1$ and Vibration faults by $T_1$ and $V_1$, respectively. Figure 2 shows sample time series for normal and faulty behavior for sensors $T_1$, $V_1$, Load, and HI. The red dotted line in HI subplot is the classification threshold $\tau$ (refer Section 2.1). We can observe that while HI is consistently high for normal behavior, it drops below $\tau$ for faulty behavior.

![Figure 2](image-url)

**Table 2: Turbomachinery: HI Descriptor Results Summary**

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>No. of Instances</th>
<th>Explained Instances</th>
<th>Avg. Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temp-C$_1$</td>
<td>3</td>
<td>3</td>
<td>1.0</td>
</tr>
<tr>
<td>Temp-C$_2$</td>
<td>1</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Vibration</td>
<td>6</td>
<td>3</td>
<td>3.0</td>
</tr>
<tr>
<td>Total</td>
<td>10</td>
<td>7</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Next, we show that once the HI values are available from the LSTM-ED temporal model to detect faults, it suffices to build a simpler BN model to find the relevant sensors carrying the fault signature.

![Figure 3](image-url)

**HI Descriptor for explaining low HI regions:** The BN structure used to analyze sensor behavior in the regions of low HI is shown in Figure 3a. For learning the BN, we consider normal ($w_N$) and faulty ($w_A$) windows of length $w = 720$ (corresponding to 12 hours of operation), s.t. at least 70% of points in $w_A$ have HI below $\tau$. To find the most relevant sensor carrying the fault signature, we rank the sensors from 1 to 58 s.t. the sensor with highest EI gets rank 1 while sensor with lowest EI gets rank 58. A fault instance is considered to be explained by the HI Descriptor, if the most relevant sensor for the fault type gets the highest rank based on EI. Table 2 shows the results for the three fault types where all the instances of Temp-C$_1$ and Temp-C$_2$, and 3 out of 6 vibration related faults could be explained by the highest ranked sensor. For the remaining three instances, we found that operating conditions for the faulty window $w_A$ and the corresponding normal window $w_N$ were different leading to incorrect explanations. Thus for these cases, the ranks for the most relevant sensor were 2, 6, and 7.

In Figure 4, we show that the distribution of the most relevant sensor changes significantly across the normal and faulty operating conditions. This change in distribution is captured using EI to find the most relevant sensor. Figures 4a and 4b show the Original Views of HI and temperature sensor $T_1$, respectively, for one of the faults related to Temp-C$_1$. Figures 4c and 4d show the Updated views for sensor $T_1$ under low HI and high HI condition, respectively. The results for one of the instances of vibration fault are shown in Figures 4e-4h.

**3.2 Engine Dataset**

This dataset contains readings from 12 sensors, recorded for $\approx 3$ years of engine operation. The sensor readings in this dataset are quasi-predictable and depend on an external manual control, namely, Accelerator Pedal Position (APP). We, therefore, use LSTM-AD based HI Estimator for this dataset. We use all sensors as input to LSTM-AD s.t. $m = 12$, and predict two of the sensors: APP and Coolant Temperature.
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HI Estimator performance evaluation: Table 1 shows the performance of HI Estimator. Figures 5a and 5b show the time series plots for CT, APP, and HI for samples of normal and faulty regions in the data, respectively.

HI Descriptor for explaining low HI regions: We model the dependence between HI and sensors using a BN as shown in Figure 3b. The joint distribution of APP and CT (represented as a heatmap), and the distribution of HI are shown in Figures 6a and 6b, respectively.

From domain knowledge, it is known that high APP leads to high CT, while low APP leads to low CT over time with a certain time lag where transient behavior is observed. Any time window over which APP and CT do not exhibit such a temporal correlation is considered faulty. We show how BN based HI Descriptor on top of HI Estimator is able to corroborate this knowledge and suggest the reasons for faulty regions (sample shown in region marked X in Figure 5b) using LQV:

1. Figure 6a shows the Original view of the joint distribution of APP and CT. The Figure clearly suggests that when APP is high, CT is also high (marked as A), and when APP is low, CT is low (marked as B). The cells marked A and B cover the highest percentage of data and correspond to high HI.

2. We next condition the joint distribution of APP and CT on the low HI regions by interactively selecting low HI bars as shown in red in Figure 6b. The Updated view thus obtained is shown in Figure 6c. Here, the highest probability bin is shown by a marker C, where APP is low but CT is high. This suggests that when HI is low, the machine is indeed in a faulty operation state.

3. In Compare view in Figure 6d, cells D and E correspond to maximum decrease and maximum increase in joint probability of APP and CT, respectively. This indicates that the number of points corresponding to healthy state (cell D) decrease and those indicating poor health (cell E) increase when HI is low.

4 Related Work

Explainability and interpretability of complex machine learning models, especially deep learning models is an open research problem [Lipton, 2016]. Several attempts such as the ones reviewed in [Vellido et al., 2012] have been made to address this challenge by making inherently interpretable machine learning models. [Baehrens et al., 2010] explained how local explanation vectors (local gradients) play pivotal role in predicting the label for a datapoint using non-linear classifiers. [Kulesza et al., 2015] propose multinomial Naive Bayes to explain machine learning model for text data. [Shwartz-Ziv and Tishby, 2017] suggest Information Planes based on Information Bottleneck principle to explain the internal working of Deep Neural Networks. Further, [Ribeiro et al., 2016] propose LIME to explain the predictions of classifiers by learning locally interpretable models. To the best of our knowledge, our work is the first attempt to explain the real-valued temporal outputs of a deep learning model with the help of locally built Bayesian Networks. Our work can be seen as an extension of [Ribeiro et al., 2016] to build locally interpretable simplified models to explain the outputs of a black-box machine learning model for multivariate time series data where output is also a real-valued time series.

Association rule mining and exception rules mining have been proposed in [Saikia et al., 2014] to find the conditions that imply certain sensor behaviors, and then also find exceptions to such conditions. This work directly attempts to explain the multi-sensor data with the help of rules and exceptions. [Letham et al., 2015] proposed a generative Bayesian rule list model using decision lists to interpret classification models. [Sanchez et al., 2015] used simple logic rules and
BN to explain descriptive representations of matrix factorization. Such approaches do not address the challenge of temporal aspects of the multi-sensor data and are likely to miss important temporal patterns in the data. On the other hand, our approach is capable of capturing temporal as well as pointwise dependencies across sensors while trying to interpret the behavior around regions of poor health.

5 Discussion

We address a common challenge faced when using complex machine learning models for critical applications: “How to explain the outputs of machine learning models?”. We have proposed an approach to address this in the context of machine health monitoring systems using multi-sensor time series data from Industrial IOT systems. An approach using a complex temporal model based on recurrent neural networks (RNNs) as health estimator, and a human-interpretable simple Bayesian Network (BN) supported by visual Linked Query Views to explain the results of health estimator is proposed. The localized BN model is shown to be useful to interpret the results given by RNN on two real-world scenarios. The results given by our approach are found to be useful by domain-experts for interpreting the results. Further, our approach can be easily extended to explain HI from any HI Estimator module.
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Appendix A

Health Index Estimation using LSTMs

The HI Estimator uses LSTM recurrent unit based neural network architectures, namely LSTM-AD [Malhotra et al., 2015] and LSTM-ED [Malhotra et al., 2016a]. Long Short Term Memory (LSTM) is a type of recurrent hidden unit which is capable of remembering and passing relevant information over a large number of steps in a sequence. A basic LSTM unit [Zaremba et al., 2014] uses the input \( x_t \), the hidden state activation \( h_{t-1} \), and memory cell activation \( c_{t-1} \) to compute the hidden state activation \( h_t \) at time \( t \) as defined in Equations 3-5. It uses a combination of a memory cell \( c \), input gate \( i \), forget gate \( f \), and output gate \( o \) to decide if the input needs to be remembered (using input gate), when the previous memory needs to be retained (forget gate), and when the memory content needs to be output (using output gate). Consider \( T_{m+n} : R^{m} \rightarrow R^{m+n} \) as an affine transform of the form \( x \mapsto Wx + b \) for matrix \( W \) and vector \( b \) of appropriate dimensions.

\[
\begin{pmatrix}
i_t \\
f_t \\
o_t \\
g_t \\
h_t-1
\end{pmatrix} = \begin{pmatrix}
\sigma \\
\sigma \\
\sigma \\
\tanh
\end{pmatrix} \begin{pmatrix}
x_t \\
h_{t-1}
\end{pmatrix}
\]

Here \( \sigma(x) = \frac{1}{1+e^{-x}} \) and \( \tanh(x) = 2\sigma(2x) - 1 \). The operations \( \sigma \) and \( \tanh \) are applied elementwise. The four equations from the above simplified matrix notation are read as: \( i_t = \sigma(W_1 x_t + W_2 h_{t-1} + b_i) \), etc. Here \( x_t \in R^m \), and all others \( i_t, f_t, o_t, g_t, h_t, c_t \in R^n \), such that \( m \) is the input dimension and \( n \) is the number of LSTM units in the hidden layer. The updated hidden state \( h_t \) is computed as follows:

\[
c_t = f_t c_{t-1} + i_t g_t
\]

\[
h_t = o_t \tanh(c_t)
\]

The elements of matrix \( T_{m+n} \) are the learnable parameters of the neural network and are learnt using the backpropagation algorithm.

**LSTM-AD based HI Estimator:** At time \( t \), LSTM-AD predicts the time series \( \{x_{t^{(1)}}, ..., x_{t^{(p)}}\} \) corresponding to next \( p \) time steps given the time series \( \{x_{t^{(1)}}, ..., x_{t^{(i-1)}}\} \) till time \( t \). The error vector \( \epsilon_{t} \) at time \( t \) is given by concatenation of error vectors corresponding to all predictions of \( x_{t^{(i)}} \), such that \( \epsilon_{t} = [\epsilon_{1_{t}}, \epsilon_{2_{t}}, ..., \epsilon_{p_{t}}] \), where \( \epsilon_{ij} \) is the difference between \( x_{t^{(i)}} \) and its value as predicted at time \( t - j \). The HI is obtained from the error vector \( \epsilon_{t} \) as in Equation 1. Refer [Malhotra et al., 2015] for further details on LSTM-AD.

**LSTM-ED based HI Estimator:** LSTM-ED ingests the time series \( \{x_{t^{(1)}}, ..., x_{t^{(i)}}\} \) and reconstructs it to yield \( \{\tilde{x}_{t^{(1)}}, ..., \tilde{x}_{t^{(i)}}\} \) via RNN encoder-decoder. The encoder RNN network captures the relevant information in the time series and returns a fixed-dimensional vector embedding for the time series. The decoder RNN uses this embedding to reconstruct the time series. The error vector \( \epsilon_{t} \) at time \( t \) is given by \( \epsilon_{t} = |x_{t} - \tilde{x}_{t}| \), where \(|| \) returns elementwise absolute value. Similar to LSTM-AD, the HI is obtained from the error vector \( \epsilon_{t} \) as in Equation 1. Refer [Malhotra et al., 2016a] for further details on LSTM-ED.